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1. The Space Environment

“Begin at the beginning”, the King said, gravely, “and go on till you
come to an end; then stop.”

– Lewis Carroll, Alice in Wonderland

1.1 Looking Back
The best known phenomenon in near-Earth space is probably the Northern
lights, or Aurora Borealis. Records of these spectacular light displays date as
far back as ancient China26. The northern lights have been an inspiration for
various myths and legends through the ages. In Finnish, the northern lights
are known as revontulet, fox fires, as it was believed that the lights came from
fire foxes in Lapland as they ran across the mountains. Another legend comes
from the south of Sweden: the swans migrating were competing to see who
could reach farthest north. Some flew so far north that they got frozen into
the ice and the beating of their wings caused the northern lights. Many other
aboriginal people in the northern regions of the world believed the northern
lights to be the souls of the dead, or omens of bad tidings43.

It was not until the invention of accurate compasses that it was discovered
that the northern lights occurred at the same time as large fluctuations in the
magnetic field of the Earth. One of the first to show this was the Swedish
scientist Anders Celsius and his contemporary Olof Petrus Hiorter26.

Modern scientific inquiries into the nature of the northern lights include
the works of, among many, the Norwegian physicist Kristian Birkeland. He
concluded that that the northern lights are associated with currents, flowing
along the magnetic field high up in the atmosphere. He also performed exper-
iments where he placed a magnetized sphere called a terella, (Latin for ’little
Earth’) inside a vacuum vessel, and shot electron beams towards it. He then
saw that this generated a glow near the poles of the sphere that were similar
to the northern lights26. Some aurorae are the result of electrons travelling
from space and down into the upper atmosphere, where they collide with the
molecules in the air. The energy given to the electrons ultimately comes from
the solar wind. In this thesis, we will discuss some mechanisms for converting
energy in space plasmas. The mechanism responsible for energizing auroral
electrons is a universal one, applicable to other space phenomena.
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Figure 1.1. Left: An old Swedish legend says that swans got frozen to the ice in the
north and their beating of the wings caused the northern lights. Drawing by Ingrid
Sandahl, 1993. Right: Photo of the northern lights by Fredrik Broms.

1.2 Plasma
All the matter that surrounds us exists in different forms, or states. They can
be either a gas like the air we breath, a liquid like water, or solid like ice.
These are the states of matter we are accustomed to in our everyday life. But
there is a fourth state of matter, which is not very common on Earth, but in
the whole Cosmos it makes up about 99 % of all visible matter4. This state is
called a plasma and consists of a gas of charged particles, such as protons and
electrons. This may not seem as much of a difference from the gas state, you
only swap the neutral atoms and molecules in a gas with electrically charged
particles. But charged particles react to electric and magnetic fields, which
their neutral counterparts do not. Also, the particles in the plasma can, in turn,
generate electric and magnetic fields. This is called collective behaviour. The
interaction between particles and electromagnetic fields is much stronger than
the effects of collisions between the particles, unlike a neutral gas where the
motion of a particle is determined by collisions with its neighbours.

A plasma is, despite being composed of charged particles, neutral on aver-
age from an outside point of view. This is called quasineutrality. The spatial
distance over which quasineutrality holds is determined by how efficient the
plasma is at shielding charge differences. If there is a positive charge in the
plasma, it will attract electrons and repel ions, resulting in a cloud of electrons
that shields the positive charge26. The opposite of course holds for a negative
charge. The potential from a single point charge in a vacuum is

φ =
q

4πε0r
, (1.1)

where q is the charge of the particle, r is the distance from it, and ε0 is the
permittivity of free space. In a plasma, the potential from the particle will be
affected by the other charged particles. If the particle is an ion, electrons will
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attract to it and shield the potential at distances far from the particle:

φ =
q

4πε0r
e−r/λD , (1.2)

where λD is the Debye length, defined as

λD =

√
ε0kBTe

nq2 , (1.3)

where kB is Boltzmann’s constant, n is the electron density, and Te is the elec-
tron temperature. From the expression for the Debye length, it is clear that a
hot plasma has a longer Debye length and thus the system must be larger to
still be considered quasineutral. Also, a denser plasma has a shorter Debye
length than a more tenuous one. To summarize: the definition of a plasma is a
gas of charged particles, that is on average neutral, and that exhibits collective
behaviour.

1.2.1 Fields in a Plasma
A plasma is affected by electromagnetic fields, governed by Maxwell’s equa-
tions26:

∇·E =
ρc

ε0
, (1.4)

∇×E = −∂ B
∂ t

, (1.5)

∇·B = 0, (1.6)

∇×B = µ0J+µ0ε0
∂ E
∂ t

. (1.7)

The quantities E and B are the electric and magnetic field, respectively. J is
the total current density, and ρc is the total charge density. The constants ε0
and µ0 are the permittivity and permeability of free space, respectively.

The large-scale magnetic fields in a space plasma are generated inside a
celestial body, e.g. the Sun or the Earth by a dynamo process by moving
charges in the interiors of these bodies7. For the case of the Sun, the moving
charges is plasma in the solar interior, whereas for Earth the magnetic field
is generated by the conducting liquid iron in Earth’s outer core. These fields
are not stable over a large time period. The Sun’s magnetic field, for example,
changes polarity about every 11 years and its configuration varies from almost
completely dipolar to toroidal over the course of such a solar cycle. Also
the Earth’s magnetic field has undergone pole shifts several times during the
lifetime of the planet.
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1.2.2 Particle Motion
To determine how the electromagnetic fields determine the motion of charged
particles, we need some more equations. First, the motion of a single charged
particle in an electric and a magnetic field is governed by the Lorentz force:

F = q(E+v×B) = ma, (1.8)

in which v is the particle velocity and a is its acceleration due to the force
F. This equation shows that the force on a charged particle is in the same
direction as the electric field, and perpendicular to both the particle’s velocity
and the magnetic field. To analyze a particle’s motion due to the Lorentz force,
one can look at a simplified situation, where there is no applied electric field.
In this setup, there is only the contribution from the v×B-term. Re-writing the
equation using time derivatives gives the two equations

∂ vx

∂ t
=

qB
m

vy, (1.9)

∂ vy

∂ t
= −qB

m
vx, (1.10)

which has the solutions

x = rc cosωct + x0, (1.11)
y = rc sinωct + y0, (1.12)

where
ωc =

qB
m

(1.13)

is the gyrofrequency of the particle, determined by the strength of the magnetic
field and the charge and mass of the particle. rc is the gyroradius, determined
by

rc =
v⊥
|ωc|

. (1.14)

Thus the Lorentz force causes the particles to gyrate around the magnetic
field, with frequency determined by (1.13), see Figure 1.2.

A uniform electric field will modify the motion and introduce a drift veloc-
ity in the direction perpendicular to both E and B:

vE =
E×B

B2 . (1.15)

As can be seen in this equation, the drift velocity is independent on particle
mass and charge, so both negative and positive charges will drift in the same
direction and with the same speed. Thus, the E×B drift does not introduce a
current. There are other drift velocities as well, determined by e.g. the gradient
and the curvature of the magnetic field26.
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Figure 1.2. Particle motions in a uniform magnetic field. Top: directions of gyration;
right-handed (electrons) and left-handed (ions). Bottom: helical orbit of an electron
with a velocity component parallel to the magnetic field.

1.2.3 Plasma as a Fluid
It is possible to describe a plasma by calculating each particle’s motion indi-
vidually. But since a plasma volume may contain perhaps 1000 particles per
cubic centimeter, and the spatial scale of the plasma of interest may be 1000s
of km, the total number of particles will be huge. Thus, this approach is best
left to very powerful computers. Instead, one may treat the plasma as a fluid,
just like ordinary gases can be in fluid dynamics, if one adds the effects of
the electric and magnetic fields. A plasma in the fluid description has to obey
conservation laws. The first of these is the continuity equation4,26:

∂ n
∂ t

= ∇· (nv) = 0, (1.16)

which states that the number density of particles in a given volume is con-
served during the fluid motion, if there are no sources or sinks on the right-
hand side. The momentum density of the fluid must also be conserved, as is
described by the momentum equation4,26:

m
(

∂ v
∂ t

+v·∇v
)
= q(E+v×B)−∇·P. (1.17)

This is actually the Navier-Stokes equation with a Lorentz force term added4.
The ∇·P term is the contribution from the fluid pressure and viscosity. The
momentum equation introduces a second-order term P, which must also be
described by another equation, which in turn introduces a third-order term, and
so on, forming a never ending hierarchy of increasingly higher-order terms.
Thus, in order to solve the equations, they must truncated at some level. One
way of doing this is to keep only the continuity and momentum equations and
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then introduce an equation of state, which describes the plasma pressure. The
simplest form is that describing a plasma with an isotropic pressure

P =




p 0 0
0 p 0
0 0 p



 . (1.18)

For an isothermal plasma the pressure p is

p = nkBT, (1.19)

and for an adiabatic plasma

p = p0

(
n
n0

)γ
. (1.20)

1.2.4 Kinetic Description of a Plasma
The many-particle and fluid descriptions are the two extreme description of a
plasma; in the many-particle description, one takes into account the motion of
each individual particle, and the microscopic electromagnetic fields generated
by this motion. In the fluid description, one treats the entire plasma as a fluid
with just on velocity and consider only the macroscopic fields. The former
approach is the most accurate, of course, but requires a lot of computational
power even for relatively few particles. The latter approach is computationally
preferable, but not always sufficiently accurate.

There exists, however, a middle road to this problem. One can take ad-
vantage of the collective behaviour of the plasma and look at the statistical
properties of it. This is the idea behind the kinetic description of a plasma.
The core of kinetic theory is the distribution function, f = f (v,x, t), which
gives the probability of finding a particle at a certain velocity v and position x
at time t 26. The vector space spanned by the six independent vectors in x and
v is called phase-space. In practical applications, one is most often interested
in how the distribution depends on the velocity, at a given point in space and at
a certain time, hence one wants to determine f = f (v). The distribution func-
tion for a plasma in thermal equilibrium is called a Maxwellian distribution,
and in one dimension, it has the form

f (v) = n
(

m
πv2

th

) 3
2

e−
(

v
vth

)2

, (1.21)

where vth is the electron thermal speed

vth =

√
kBTe

me
. (1.22)
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Figure 1.3. Maxwellian (solid) and kappa (dashed) distribution. Vertical axis is in
log-scale.

Another distribution, and one that occurs often in space plasmas, is the kappa
distribution4. It decreases as a power law instead of an exponential, so at
high velocities, it exhibits a ’tail’. Figure 1.3 shows the difference between
a kappa and a Maxwellian distribution. One may describe a plasma using
several distribution functions, e.g. one for each particle species. From the
distribution function, the number density can be calculated by integrating over
velocity space:

n =
∫

v

f (v)dv. (1.23)

The average, or bulk, velocity is obtained by calculating the first-order mo-
ment:

V =
1
n

∫

v

v f (v)dv, (1.24)

where v′ is used for the integration variable. In the same manner as above, the
pressure tensor P and higher-order moments can be derived. The total charge
and current densities are given by

ρ = ∑
s

qsns, (1.25)

J = ∑
s

qsnsVs, (1.26)

where s denotes the individual particle species. The distribution function
obeys a conservation equation in phase-space, the Boltzmann equation:

∂ f
∂ t

+∇· (nv)+ q
m
(E+v×B)·∇v f =

(
∂ f
∂ t

)

c
. (1.27)
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The first two terms describe the change of f with respect to time as one moves
along with the plasma (the convective derivative). The third term is the con-
tribution from the Lorentz force times the velocity-space gradient of f . The
term on the right-hand side of (1.27) describes the change of f due to colli-
sions. In many space plasma applications, the plasma may be assumed to be
collisionless, and the collision term vanishes, giving the Vlasov equation45

∂ f
∂ t

+∇· (nv)+ q
m
(E+v×B)·∇v f = 0 (1.28)

One can of course replace the Lorentz force with a more general expression
for the forces acting on the plasma, but for most cases, the above expression
is sufficient.

1.3 The Solar Wind
The Sun is a giant ball of hot plasma held together by its gravity. The energy
the Sun radiates into space has its origin in the very core of the star. There,
hydrogen ions have enough energy to overcome their mutual repulsion and
fuse together, creating helium and releasing energy7. The visible light from
the Sun is not all that it gives off to space. Electromagnetic radiation in all fre-
quencies from the extreme long wavelength radio waves to energetic gamma
rays is observed. In addition to this, there exists a continuous stream of parti-
cles flowing out from the Sun. This is the solar wind, travelling from the Sun
and out into the solar system at high speeds.

The main components of the solar wind are electrons and ions of hydrogen
and helium. The speed of the solar wind varies, but a common value is around
500 km/s at the orbit of the Earth, taking 3-4 days to reach the orbit of the
Earth4. The speed of the solar wind is not that high in the solar atmosphere.
Instead, it is accelerated in a region above the Sun called the corona. This is
the part that can be seen during a solar eclipse. The corona is very hot, with
temperatures of more than one million Kelvin.

We will now discuss what happens to the Sun’s magnetic field as the solar
wind travels away from the Sun. The current in a plasma is determined by
Ohm’s law:

J = σ (E+v×B) . (1.29)

By combining Faraday’s (1.5), Ampére’s (1.7) and Ohm’s (1.29) laws, we get
the equation (neglecting the ∂E/∂ t term in Ampére’s law, which is okay for
non-relativistic velocities):

∂ B
∂ t

=
1

µ0σ
∇2B+∇× (v×B) . (1.30)

This equation describes the evolution of the magnetic field due to motion of
the plasma (second term on the right-hand side) and diffusion (first term). The
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parameter σ denotes the conductivity. If the conductivity is very low, the first
term will dominate and we get a simple diffusion equation

∂ B
∂ t

=
1

µ0σ
∇2B, (1.31)

with a diffusion time
τD = µ0σL2, (1.32)

where L is the characteristic length of the system. Typical values of the solar
wind conductivity are very high, leading to a long diffusion time; during the
4 day journey from the Sun to the Earth, the plasma will have diffused only
about 1000 m4.

The other extreme of (1.30) gives

∂ B
∂ t

= ∇× (v×B) , (1.33)

which states that the magnetic field moves with the plasma, and that the mag-
netic flux through a surface of a plasma volume is constant, even if the fluid
elements of the plasma move relative each other. This is called the frozen-in
condition. Since the conductivity of the solar wind is very high, the induction
equation will reduce to (1.33) and the solar wind will drag the Sun’s magnetic
field with it as it moves out into the solar system. This magnetic field is called
the interplanetary magnetic field, IMF.

1.4 Earth’s Magnetosphere
The Earth’s magnetic field acts as an obstacle for the solar wind. The frozen-
in condition requires that the solar wind plasma is deflected around the Earth,
and the region in space where the Earth’s magnetic field dominates the plasma
dynamics is called the magnetosphere26. In a vacuum, the magnetic field of
the Earth would roughly have the shape of a dipole, but due to the solar wind,
it will get a more complex shape. In front of the Earth, the momentum of the
solar wind presses the field lines together, and on the side facing away from
the Sun, the field is stretched out.

Figure 1.4 shows a sketch of the magnetosphere and its regions. The first
region from the left is the bow shock, which forms because the solar wind
speed is supersonic and thus shocks will form whenever it encounters an ob-
stacle (for a more detailed discussion, see e.g. Baumjohann and Treumann4).
Behind the bow shock lies the magnetosheath, and here the plasma flow is
subsonic. The boundary between the solar wind and magnetosphere plasmas
is called the magnetopause, and here the total solar wind pressure is balanced
by the magnetospheric pressure. The distance to the magnetopause can be ap-
proximated by calculating these pressures. The sub-solar magnetopause is at
a distance of about 10 RE

38.
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Figure 1.4. Sketch of the Earth’s magnetosphere with the different regions and cur-
rents labelled Figure adapted from38.

The part of the magnetosphere extending away from the direction of the
Sum is called the magnetotail. It can be divided into the tail lobes, and the
plasma sheet. The lobes have a low plasma density and temperature. The
plasma sheet lies inside the tail lobes and here a cross-tail current flows. This
current is the result of the oppositely directed magnetic field in the plasma
sheet. There are also currents flowing along the surface of the magnetopause.
Closer to Earth, we find the plasmasphere, a region consisting of cold, dense
plasma. Inside the plasmasphere one finds two belts of highly energetic plasma
called the Van Allen radiation belts.

The polar cusp is the region where Earth’s magnetic field changes direc-
tion so that plasma may flow along the field lines and down from the mag-
netosheath to the ionosphere. The ionosphere is a region of the Earth’s at-
mosphere where solar UV radiation ionizes parts of the neutral gas. Space is
considered to begin at 80-100 km altitude, and the ionosphere extends down
to about 80 km. Closer to Earth than that, there are to much collisions that
ions and electrons recombine4. The ionosphere is the only region in the mag-
netosphere where the plasma cannot be considered collisionless.
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2. The Cluster Spacecraft

It’s a magical world, Hobbes, ol’ buddy. . . Let’s go exploring!
– Calvin, Calvin & Hobbes

Ever since the dawn of the Space Age have scientists investigated the space
environment using an armada of spacecraft or ground based instruments of dif-
ferent design and sophistication. A full review of spacecraft and Earth-based
missions would fill several books, so in this chapter we will only describe the
Cluster spacecraft, from which the data presented in our papers come from.

The Cluster mission was first proposed in the early 1980’s, when ESA,
the European Space Agency, called for designs of a European satellite that
would investigate the Earth’s magnetosphere. One and a half decade later, the
four Cluster satellites were set to launch from Kourou in French Guiana. But
shortly after launch, the Ariane 5 rocket carrying the satellites exploded and
the satellites were lost.

Instead of giving up on the spot, ESA and the collaborating research insti-
tutes that built the various instruments buckled down and rebuilt the satellites.
In the summer of 2000, the new mission, called Cluster II but most often just
Cluster, was launched pair-wise into orbit by Russian Soyuz rockets. This
time, the launch was successful, and the four spacecraft entered their polar
orbit to begin exploring our cosmic backyard.

2.1 Mission Overview
The four Cluster spacecraft was inserted into in a tetrahedron shaped configu-
ration, in a polar orbit with a perigee of 19 000 km, apogee of 119 000 km, and
an orbital period of 57 hours. However, the orbit of the spacecraft has been
changed several times during the mission. It is necessary to use four space-
craft to be able to distinguish between spatial and temporal variations in the
plasma. With four spacecraft, three-dimensional structures can be resolved.
The spatial scales of magnetospheric phenomena varies greatly, and so must
the spatial configuration of the Cluster spacecraft. The separation between the
satellites can be as small as a few km, and as large as 10000 km, depending on
the mission phase.

Each Cluster satellite carries an identical set of 11 different instruments,
designed and constructed by researchers in Europe and the USA. Together,
the instruments measure the space environment of the magnetosphere and the
solar wind.

19



Figure 2.1. The Cluster spacecraft armada. Source: http://sci.esa.int/cluster/

Electric and Magnetic Field Measurements
The electric fields are measured by the EFW (Electric Field and Wave) instru-
ment23. EFW consists of four Langmuir probes on 44 meter long wire booms
extending from the spacecraft. Two opposite probes form a dipole antenna in
the spin plane. By measuring the probe potential and dividing by the probe-to-
probe distance, one obtains a measure of the electric field between the probes.
The spacecraft spins with a period of about 4 seconds, so the measurements
are in the spacecraft coordinate system, but is also delivered in GSE (geo-
centric solar ecliptic) coordinates. The probes all lie in the spin plane of the
spacecraft, so only the 2D electric field is measured. The third component is
obtained by assuming that E·B = 0. This procedure works well as long as the
magnetic field has an angle of at least 15◦ and |Bz|≥ 2 nT28. The sample rate
for the electric field measurements is either 25 Hz (normal mode, NM), or 450
Hz (burst mode, BM). In addition to this, the instrument can measure short
sequences at 36 kHz. The spacecraft potential is obtained by averaging the
probe-to-spacecraft potentials for the individual probes, with a time resolution
of 0.2 seconds.

The WBD (Wide Band Data) instrument provides high time resolution wave
form data of the electric or magnetic field22. WBD can deliver data with a
sampling frequency of up to 220 kHz, but the trade-off is that it only measures
in one direction at a time. This can be along either of the two dipole antennas
or from two of the magnetic field search coils, one of which has its axis is in
the spin plane, and the other along the spin axis. Also, due to the high sample
rate, the data volume will be very large, exceeding the capacity of the onboard
memory. The data must therefore be transmitted directly to a ground station.
This limits the WBD coverage considerably, so only about 4 % of the is there
WBD data available.
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Name Description Country

ASPOC Controls the spacecraft potential41. Austria
CIS Ion spectrometer measuring the composition, mass and

distribution of ions39.
France

DWP Controls the Cluster wave instruments (EFW, STAFF,
WBD, and WHISPER)52.

UK

EDI Probes the electric field by firing beams of electrons and
measuring the time it takes for them to return37.

USA

EFW Measures the electric field and also density, via the
spacecraft potential23.

Sweden

FGM Measures the DC magnetic field using fluxgate magne-
tometers2.

UK

PEACE Instrument for measuring the electron distribution35. UK
RAPID Measures the high energy electrons and ions51. Germany
STAFF Used to measure the AC magnetic and electric field9. France
WBD Delivers high-resolution data for electric and magnetic

fields22.
USA

WHISPER Resonance sounder that measures the electron density
and high-frequency waves10.

France

Table 2.1. The different Cluster instruments. From Escoubet, et al.17

The DC magnetic field is measured by the FGM (FluxGate Magnetometer)
instrument2. It consists of two tri-axial fluxgate magnetometers, and has a
measurement range of up to about ±65 µT. The wave power is attenuated at
frequencies higher than 10 Hz. The data is most commonly delivered at 22.4
and 67.2 Hz (burst mode 2 and 1, respectively).

The AC magnetic field is measured using a search coil magnetometer by the
STAFF (Spatio-Temporal Analysis of Field Fluctuation) instrument9. STAFF
provides the magnetic field waveform (sampled at either 25 or 450 Hz) and
the spectral matrix. The spectral matrix is calculated using the 3D magnetic
field and 2D electric field (from EFW). From the spectral matrices, the polar-
ization parameters, propagation directions and energy flux of the waves can be
obtained. The time resolution for the spectral matrices is 4 seconds in normal
mode, and 1 second in burst mode. The frequency range in normal mode is 8
Hz to 4 kHz, while in burst mode it is 64 Hz to 4 kHz. STAFF also uses EFW
electric field measurements for calculating the spectral matrices.

The EDI instrument measures the electric field by firing beams of electrons
into space and measuring the time it takes for them to return37. From EDI data
one can get the electric field component along the spacecraft spin axis, unlike
for EFW where it is estimated. EDI also makes measurements of the electron
count, but only for a narrow energy range and pitch angle.
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Particles
The CIS instrument measures the composition and distribution of the ions in
the space plasma39. CIS consists of two parts; HIA (Hot Ion Analyzer) for
measuring the full ion distribution function in 3D, and CODIF (Composition
and Distribution Function analyser) that uses a time-of-flight analysis to mea-
sure ion velocities. CIS can measure ions with energies up to 32 keV per unit
charge, while CODIF measures ions up to an energy of 40 keV per unit charge.
On the C2 satellite, the CIS instrument is not operational.

For measuring electrons, the PEACE instrument can be used35. It has two
sensors, one for low energy and one for high energy electrons that measure
the electron distribution in the range of 0.6 eV to about 26.5 keV. From the
distribution, electron moments such as density and velocity are calculated by
the onboard electronics. The high energy (! 30 keV) electrons are measured
by the RAPID instrument51.
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3. Magnetic Reconnection

There’s something that doesn’t make sense. Let’s go and poke it with
a stick.

– The Doctor

Magnetic reconnection is a process in plasma physics whereby magnetic
energy is converted into kinetic energy and heat of the plasma. It is a very
powerful process, responsible for e.g. solar flares and the onset of magneto-
spheric substorms. The energy release requires a change in magnetic topology,
otherwise the different plasma domains of, for example, the solar wind and the
magnetosphere would not become interconnected and not allow plasma from
the solar wind to enter the magnetosphere. For this change in topology to
happen, the frozen-in flux condition must be broken6.

If the interplanetary magnetic field, IMF, has a southward component, the
frozen-in flux may be locally broken, and allow merging of the magnetic fields.
This is illustrated in Figure 3.1. The field line from the Earth is split into two
lines (labelled (2) in the figure), both connected to the IMF. These are then
convected around the Earth and into the nightside magnetosphere, where the
lines will meet and reconnect (label (7)). The reconnected field line is now
very stretched out and thus has a lot of magnetic tension. Dayside (magne-
topause) and nightside (magnetotail) reconnection is quite different from each
other. At the magnetopause, it is mostly kinetic energy of the solar wind that
is converted and stored as magnetic energy, whereas in the magnetotail, the
stored magnetic energy is released, and rather rapidly so, and accelerates and
heats the plasma38.

The field lines merge and reconnect along a line called the X-line (due to it
resembling the letter X in two-dimensions). For magnetotail reconnection, the
X-line is typically located at 20-30 RE from the Earth38. As the newly recon-
nected field line relaxes its magnetic tension and convects the plasma towards
the Earth. There is also plasma flow away from the Earth, but we will not
discuss that here. As the flow of plasma moves towards the Earth, it encoun-
ters the dense plasma sheet (see Figure 1.4) and the magnetic field lines will
become compressed, forming a flux pile-up region and a dipolarization front,
which is identified as a sharp gradient in the z-component of the magnetic field
and associated with fast plasma flows and energetic particles. We will discuss
dipolarization fronts more in Chapter 5.
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Figure 3.1. View of magnetic reconnection in the magnetosphere during southward
IMF. From4.

3.1 Models for Reconnection
The concept of magnetic reconnection has been debated since the 1950’s,
when Dungey came up with the idea of field-line reconnection13. Several
models of reconnection has been put forth. Here we will briefly discuss three
of these, the Sweet-Parker, Petschek, and Hall models.

Sweet-Parker Reconnection
The Sweet-Parker model46,36 is based on a quasi-stationary situation with two
regions of oppositely directed magnetic fields collide. Because of the opposite
magnetic fields, a current sheet must exist. Far from this current sheet, the
conductivity is high and the frozen-in condition holds. In the current sheet
however, the conductivity is low, and the magnetic fields on each sides are
allowed to diffuse. The diffusion region in the Sweet-Parker model is consid-
ered thin, with length 2L, thickness 2l, and L ' l, as seen in Figure 3.2. Due
to conservation of magnetic flux, conservation of mass, and pressure equilib-
rium, the speed at which the plasma is ejected from the diffusion region (the
outflow speed) is38

vout =
Bin√µ0ρ

= vAi, (3.1)

where Bin is the magnetic field far from the diffusion region, ρ = nimi is the
ion mass density, and vAi is the Alfvén speed in the inflow region. The recon-
nection rate in the Sweet-Parker model is

MSP =
1√
S
, (3.2)
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Figure 3.2. The Sweet-Parker reconnection configuration. From7.

Figure 3.3. Petschek’s reconnection model. From6.

where S = LvA
η is the Lundqvist number, or magnetic Reynolds number. This

reconnection rate is very small, too small to account for the fast reconnection
rates required to understand e.g. solar flares.

Petschek Reconnection
In the Sweet-Parker model, the reconnection rate is proportional to L−1/2, so
the smaller the length of the diffusion region, the higher the reconnection rate.
Since in that model L is large, the reconnection rate is slow. Petschek made the
suggestion that the Sweet-Parker diffusion region was limited to a small region
of the boundary between the opposing magnetic fields. Thus the reconnection
could proceed at a higher rate38. In Petschek’s model, the magnetic fields
would meet at the small diffusion region, with standing shock waves extending
from the diffusion region, see Figure 3.3. These shocks serve to accelerate and
heat the plasma, so that the conversion of magnetic energy is not restricted to
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Figure 3.4. Left: A simulation result showing the Hall magnetic field. Note that here
the coordinate system is different, with the Bz being the out-of-plane component of
the magnetic field. Figure is from29. Right: A scatter plot of several measurements of
By versus vx and Bx. Black symbolizes By > 0 and red By < 0. The radii of the circles
gives the magnitude of By. Figure is from15.

just the diffusion region. The maximum reconnection rate in Petschek’s model
is38

MP =
π

8logS
, (3.3)

where S is defined as S = LevA
η , Le being the scale of the external region in

Petschek’s configuration. This reconnection rate matches rather closely the
rates observed for flares. This made Petschek’s model the standard for mag-
netic reconnection for several years. However, Biskamp6 mentions numerical
simulations showing that the diffusion region becomes larger for increasing
reconnection rate, contrary to Petschek’s model, and that no shock structure
is formed. Biskamp argues that this is not a result of poorly chosen bound-
ary conditions in the simulations, but of the physics of the current sheet. A
reconnection geometry similar to Petschek’s can be achieved, however, if one
introduces an enhanced resistivity (called anomalous resistivity) in the diffu-
sion region. Although Petschek’s model is not self-consistent, it is still useful
as a conceptual picture for reconnection.

Hall Reconnection
Observations have shown that the diffusion region is actually made up of an
ion diffusion region and an electron diffusion region, the latter being smaller
than the former. The ion diffusion region is where the frozen-in condition
for the ions is broken and they become unmagnetized. The scale of the ion
diffusion region is of the order of the ion inertial length, which is
lambdai = c/ωpi

14. The electrons remain frozen into the field, until they too
are demagnetized in the electron diffusion region, which is on the scale of the
electron inertial length. This separation of ions and electrons is caused by the
Hall term in the generalized Ohm’s law and creates currents in the plane of
the reconnection geometry, which in turn create an out of plane, quadrupolar,
magnetic field called the Hall field. Figure 3.4 shows both a simulation and
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Figure 3.5. Cluster data of a reconnection region crossing. The top panel shows the
magnetic field and the lower panel the ion velocities, both in GSM coordinates. The
z-component of the magnetic field changes signs between 07:55 and 07:58, as does
By. In the same period of time, vx reverses sign from negative (tailward) to positive
(Earthward) flow. Bx stays positive during the whole time. Thus the Cluster spacecraft
moves Earthward and stays above the current sheet. The reversal of the direction of
By shows the presence of the Hall field. The colored regions represent; blue: outflow;
green: separatrix; yellow: inflow region. The bottom panel is the spectrum of the
WBD electric field measurements. The most intense electric field activity is within
the separatrix regions. Figure adapted from50.

an observation of the Hall field. It has been shown in simulations5 that any
model that includes the Hall term leads to roughly the same reconnection rate,
regardless of the actual mechanism for the breaking of field lines.

3.2 Observing Magnetic Reconnection
The conceptual picture of reconnection in Figure 3.3 tells us what to look for
when trying to find evidence of magnetic reconnection from spacecraft data.
Depending on how the spacecraft trajectory is with respect to the reconnection
region (it is actually the reconnection region that moves across the spacecraft,
since the spacecraft velocity is low compared to those of the plasma), we ex-
pect different signatures in the data. Consider, for example, a trajectory cross-
ing northward (i.e. positive z-coordinate in the GSM system) of the X-line
and towards the Earth. According to Figure 3.3, the spacecraft should first
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observe ion flow in the negative x-direction and a positive value of Bx and Bz.
As it leaves this ion outflow region, it encounters the separatrix region, char-
acterized by strong parallel electric fields. The separatrix region is located
between the outflow jet and the magnetic separatrix40, which is defined as the
last reconnected field line. The spacecraft then enters the rather quiet inflow
region, where the magnetic field is dominated by its x-component. After pass-
ing above the diffusion region, it will cross the other separatrix region, and
then the Earthward outflow region. Here it starts to observe a positively di-
rected ion flow, a still positive Bx, and a negative Bz. The y-component of the
magnetic field (the Hall field) should change from positive to negative during
this excursion. Of course, spacecraft may traverse the reconnection region in
any direction, making the identification of it more difficult. Figure 3.5 shows
an example of a reconnection region encounter with the magnetic field (FGM)
in the first panel, the ion velocity (CIS) in the second, and the electric field
spectrum (WBD) in the third panel. The blue regions are the outflow regions,
the green the separatrix regions, and the yellow is the inflow region. In this
case, the spacecraft encounters these three regions several times. This figure
is adapted from Paper I.
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4. Waves in Space Plasmas

Nothing shocks me. I’m a scientist.
– Harrison Ford, Indiana Jones

A wave is a disturbance travelling in a medium and transferring energy53.
In our everyday life we encounter waves in the air, as sound waves, in the
water as surface waves, and even rely on light waves for our vision. Waves
transport energy without any transport of mass. In a plasma, there can exists a
large variety of waves, though not infinitely many. The wave types, or modes,
that can exist in a plasma depends on the properties of the plasma itself. Waves
are very important in plasma physics, as they allow for the transport of energy
from one part to another, and can reorganize the plasma configuration and
accelerate particles45.

A wave has a frequency ω (rad/s), and a wave number/vector k m−1. The
phase velocity, which is the velocity of wave propagation, is defined as

vph =
ω
k
, (4.1)

and the group velocity, which is the velocity of energy flow, is defined as

vg =
∂ ω
∂k

. (4.2)

In this chapter, we shall derive a wave equation using Maxwell’s equations
and Ohm’s law and later derive the general dispersion relation for waves in
a plasma. The dispersion relation tells how a wave’s frequency relates to its
wavenumber. From the general dispersion relation, specific solutions corre-
sponding to different wave modes are then given. How one can observe waves
in space is also discussed.

4.1 Plasma Wave Theory
To derive the general wave equation, one starts with Faraday’s (1.5) and Am-
père’s (1.7) equations and then take the curl of the first and the time derivative
of the second, and combine, using ∇× (∇×E) = ∇(∇·E)−∇2E, to get

∇2E1 −∇(∇·E1) = µ0
∂ J1

∂ t
+µ0ε0

∂ 2E1

∂ t2 . (4.3)
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This is the general wave equation. The subscript 1 in (4.3) comes from the lin-
earization X = X0 +X1, where X0 denotes the equilibrium quantity and X1 the
perturbation. For both the electric field and the current, the zeroth-order term
is zero. This equation is quite formidable, but luckily, one may approximate
the electric field as plane waves:

E1 = E0
1 ei(k·r−ωt), (4.4)

and the do the following transformation

∇ → ik, ∂
∂ t

→−iω. (4.5)

Also, we want to get rid of the current, so we utilize Ohm’s law:

J = σ̄ ·E, (4.6)

where σ̄ is the conductivity tensor. This turns (4.3) into
((

k2 − ω2

c2

)
Ī−kk− iωµ0σ̄

)
·E1 = 0, (4.7)

which is a tensor equation whose solutions are found by setting the determi-
nant equal to zero:

det
((

k2 − ω2

c2

)
Ī−kk− iωµ0σ̄

)
= 0. (4.8)

One may now define the dielectric tensor as

ε̄ = Ī+ iσ̄
ωε0

(4.9)

and then get

det

(
k2c2

ω2

(
kk
k2 − Ī

)
+ ε̄

)
= 0. (4.10)

This is the general dispersion relation of a wave in a plasma. To find specific
solutions, or modes, one has to find an expression for ε̄ .

4.1.1 Cold Plasma Approximation
Let’s make some simplifications. To start with, assume that the plasma con-
sists of cold electrons, and that the ions are merely a stationary background
that ensures quasi-neutrality. The thermal speed of the electrons is smaller
than the phase speeds of the waves we are seeking, so the frequency of the
solutions will be above the ion cyclotron or plasma frequencies4.
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The dielectric tensor for a cold plasma can be found from the momentum
equation, rewritten using the linearized quantities and plane wave approxima-
tion;

− iωv1 =
q
m
(E1 +v1×B0.) (4.11)

Solving this for each component of v1, gives

vx =
q
m

iωEx −ωceEy

ω2 −ω2
ce

, (4.12)

vy =
q
m

iωEy +ωceEx

ω2 −ω2
ce

, (4.13)

vz =
q
m

iEz

ω
. (4.14)

Since σ̄ ·E = J = n0qv1, we can write σ̄ as

σ̄ = ε0ω2
pe





iω
ω2−ω2

ce

ωce
ω2−ω2

ce
0

− ωce
ω2−ω2

ce

iω
ω2−ω2

ce
0

0 0 i
ω



 . (4.15)

This expression is then used to find ε̄ , which is then put into the general dis-
persion relation (4.3), to get the cold plasma dispersion relation. Writing in
terms of the index of refraction n = kc/ω , and, letting ky = 0, k⊥ = kx, k‖ = kz
gives

det




n2
‖ − εxx −εxy −n‖n⊥
εxy n2 − εxx 0

−n‖n⊥ 0 n2
⊥− εzz



= 0, (4.16)

which is the cold plasma dispersion relation. From this, different wave solu-
tions can be found. we shall derive two solutions, both for parallel propaga-
tion. Hence, k·B0 = 0 and n‖ = n. This reduces (4.16) to

− εzz

((
n2 − εxx

)2 − ε2
xy

)
= 0. (4.17)

The trivial solution εzz = 0 gives

ω2 = ω2
pe. (4.18)

This is the dispersion relation for plasma oscillations, and

ω2
pe =

n0q2

mε0
(4.19)

is the electron plasma frequency, the natural oscillation frequency of an elec-
tron plasma. In most magnetospheric plasmas, ωpe > ωce. the ionosphere
being the exception. The equation (4.18) could have been derived directly
from the continuity, momentum, and Poisson equations as well.
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Whistler Waves
The next set of solutions to (4.17) are

n2
R = 1−

ω2
pe

ω (ω −ωce)
(4.20)

n2
L = 1−

ω2
pe

ω (ω +ωce)
. (4.21)

The subscripts R and L refer to right-handed and left-handed, respectively, i.e.
left or right polarized. The right-handed solution can, at frequencies below
ωce (but still above ωci and ωpi), be rewritten as

ω =
ωce

1+ ω2
pe

k2c2

. (4.22)

This wave mode has the interesting property that its phase velocity, vph =ω/k,
and group velocity, vg =

∂ ω
∂k are both dependent on the frequency:

vph =
c
n
=

c
ωpe

√ωωce
, (4.23)

and

vg =
∂ ω
∂k

= 2c

√
ωωce

ω2
pe

. (4.24)

The effect is that higher frequencies will travel faster from their source and
thus be the first to be detected. If one converts these waves into sound waves of
the same frequency, they sound as a sort of whistle, from high to low frequen-
cies, so they are simply called whistler waves. One way to generate whistler
waves occur is in thunderstorms. The electromagnetic disturbance can then be
guided along the magnetic field of the Earth to the opposite hemisphere3.

4.1.2 Hot Plasma Dispersion Relation
Most space plasmas cannot be accurately described using the cold plasma dis-
persion relation. Instead, one must include thermal effects and then derive
the hot plasma dispersion relation. we simply present this dispersion relation
here,but the astute reader is referred to Swanson45 for the full derivation. The
full dispersion relation reads

(
γ
(
γ −κ0 + k2

⊥
)
+κ2

2
)

κ3 + k2
⊥
((

γ −κ0 + k2
⊥
)

κ1 −κ2
2
)

+ κ4
(
γ −κ0 + k2

⊥
)
(2k⊥kz +κ4)−κ5 (γκ5 +2κ2 (k⊥kz +κ4)) = 0,

(4.25)

where γ = k2
z − κ1, κi = ω2/c2Ki, and Ki are elements of the hot dielectric

tensor.
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Langmuir Waves
The plasma oscillations mentioned previously become modified when the
plasma is hot. To see this, one must add the pressure term −∇P to the mo-
mentum equation. The dispersion relation does get a little bit easier, however,
if we consider parallel propagating waves at high frequencies. In this case, the
dielectric tensor is identical to that of the cold plasma, if one simply makes the
replacement

εzz = 1−
ω2

pe

ω2 → 1−
ω2

pe

ω2 − γev2
th
, (4.26)

where γe is the adiabatic index. Setting εzz = 0 gives

ω2 = ω2
pe + γek2v2

th, (4.27)

which is the dispersion relation for Langmuir waves.

4.1.3 Dispersion Surfaces
The dispersion relations can be visualized by plotting ω as a function of the
wavenumber k, for some angle, usually the perpendicular or parallel direc-
tions. In doing so, one can see the relations between the different wave modes
in a plasma and their properties. For example, the slope of the curve at any
point gives the group velocity, while the slope of the line extending from the
origin to the point of interest gives the phase velocity.

Some other properties that can be read from the dispersion relation are cut-
offs and resonances. A cut-off occurs at the points where k2 becomes less than
zero. This has no real valued solutions for k, so the wave cannot propagate,
as its phase velocity will not be defined. A wave propagating into a region
where its wave vector would become complex will be reflected at that point.
For example, radio waves sent from a ground station up into the ionosphere
will reflect when it encounters a region where the electron plasma frequency
is greater than the frequency of the wave. This is exploited in long-wave radio
communication, as it allows two radio stations to transmit and receive signals
that would otherwise be blocked by the curvature of the Earth. A resonance,
on the other hand, is when the wave number approaches infinity. In other
words, the wavelength becomes very small. One good way of visualizing the
different wave modes is to plot dispersion surfaces (André, 1985), These are
like dispersion plots, but with the whole angular dependence of the modes
viewable as well. One displays the wave frequency (usually normalized to the
cyclotron or plasma frequency of the interesting particle species), against the
parallel and perpendicular wave numbers in a three-dimensional plot. Figure
4.1 shows one example of such a plot, in this case it shows a few different
wave modes in a hot plasma. No ion waves are shown in the figure. The
dispersion relations are solved using the WHAMP, Waves in Hot, Anisotropic,
Magnetized Plasmas42.
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Figure 4.1. Dispersion surfaces for some of the wave modes in a warm plasma with
fpe > fce. The horizontal axes show the parallel and perpendicular wave numbers,
normalized with c/ωce, and the vertical axis shows the frequency, normalized to ωce.
The surfaces are generated using WHAMP42.

Plasma waves can be categorized in several ways. One separates electro-
static waves from electromagnetic ones, as the former has no magnetic field
fluctuations. Waves can also be labelled according to the direction of their
wave vector with respect to the magnetic field. Parallel waves propagate
along B, whereas perpendicular ones propagate at 90 degrees. Waves may
also travel at any intermediate angle. Longitudinal waves have the wave elec-
tric field in the same direction as the wave vector, while transverse waves have
E ⊥ k. The polarization of the wave can be left-handed, i.e. the wave electric
field rotates in the opposite sense as electrons do around a magnetic field line,
as opposed to right-handed waves.

Let’s take a closer look at Figure 4.1 to see which types of waves are repre-
sented. The surfaces were generated by assuming a plasma with fpe = 1.5 fce,
a so called over-dense plasma. Also, we let the ion-to-electron mass ratio be
1836, i.e. the ions are all protons. The two horizontal axes show the nor-
malized parallel and perpendicular wave numbers, respectively, in logarithmic
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scale. The vertical axis shows the frequency, normalized to the electron cy-
clotron frequency, in linear scale.

Parallel Propagation
Surface A in Figure 4.1 represents a short wavelength Langmuir wave. The
group velocity starts to increase as k‖ increases, in accordance with (4.27).
B denotes the so-called R-mode, which is an electromagnetic, right-hand po-
larized wave. Looking at the surface labelled C, we see the long wavelength
Langmuir wave. Surface D marks a left-hand polarized wave, usually called
just the L-mode. Surface A and D are actually the same surface, changing
characteristics at k‖c/ω ≈ 10−2. The phase velocity of both the R-mode and
the L-mode approaches the speed of light as k‖ increases. Surface E is the
whistler wave branch. The surface approaches, but never reaches, f = fce, so
whistler waves must only exist below the electron cyclotron frequency. They
also have a cut-off above the ion cyclotron frequency1.

Perpendicular Propagation
For propagation perpendicular to the magnetic field, surface C represents an
electromagnetic wave whose dispersion relation is

ω2 = ω2
pe + k2

⊥c2, (4.28)

which becomes an ordinary electromagnetic wave for vanishing ωpe. Hence,
this mode is simply called the ordinary mode, or O-mode. This mode has a cut-
off at the plasma frequency. The perpendicular part of surface D, together with
the perpendicular part of surface B, is called the extra-ordinary mode, or X-
mode and is an electromagnetic wave as well. F shows one of the electrostatic
Bernstein modes. These are separated by a frequency gap of fce, but only one
Bernstein mode is shown here. G is the upper-hybrid plateau. The hump seen
at large k⊥ is a thermal effect. The phase velocity of the upper branch of the
X-mode approaches that of the O-mode, i.e. the speed of light1.

4.2 Observations
Plasma theory is important, but to actually know what is happening in space,
we need satellite measurements. Plasma waves are detected by electric and
magnetic field instruments, e.g. STAFF, EFW, and WBD on Cluster. Let’s take
waves in the electric field as an example. The EFW instrument on Cluster mea-
sures the potential between the different probes and between the probes and
the spacecraft. Once we know the potential difference between two probes,
we divide this with the distance between the probes to get the electric field.
The electric field is measured in the spacecraft inertial frame. We therefore
have to transform the data into another coordinate system, e.g. geocentric so-
lar magnetic, GSM, which has its x-axis pointing along the Sun-Earth line,
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with positive direction towards the Sun. The z-axis is parallel to the Earth’s
magnetic axis, and the y-axis is formed by the cross-product of the z- and x-
axes. Now we can look at the variations of this electric field, in the shape of
its waveform, such as seen on panels 1, 3, and 5 in Figure 4.2, taken from50.
The waveforms look nice, but it is also useful to see which frequencies are
dominant in the signal. Fourier analysis states that a signal can be described
as a sum of its Fourier components16, which gives information of how much
power is in different frequencies To calculate the spectrum, we use the fast
Fourier transform, FFT, giving a line spectrum as those in panels 2, 4, and 6
in Figure 4.2. Now we can observe the dominant frequencies as peaks in the
spectrum. However, in calculating a spectrum of a time series, we lose all in-
formation about time variation, the spectrum is an average for that time period.
If we want both temporal and spectral information, we can divide the signal
into smaller parts and calculate the spectrum for each part. These individual
spectra are then combined to form a spectrogram, is a two-dimensional image
with frequency on one axis and time on the other. The amplitude of the signal
is then represented by color.

In Figure 4.3 is shown a spectrum that has been calculated from the elec-
tric field data recorded by the WBD instrument. Three wave types are labelled:
electrostatic solitary waves (ESWs), electron cyclotron waves (EC), and Lang-
muir waves. ESWs appear in the spectra as broadbanded electrostatic noise.
Matsumoto, et al.31 showed that much of such noise in the magnetosphere
was actually ESWs. EC waves appear as sharp signals just above the elec-
tron cyclotron frequency and propagate perpendicularly to the magnetic field.
Langmuir waves also have a narrow bandwidth, with a frequency just above
the electron plasma frequency, as given by (4.27). The spectral content of a
signal does not contain all the information that we can get. We can also look
at the polarization of the wave if we have measurements along more than one
dimension. Using magnetic wave data gives us information on whether a wave
is electrostatic or electromagnetic. Also, the Poynting flux can then be deter-
mined. This is the flux of energy in an electromagnetic wave, and is calculated
as

P =
δE×δB

µ0
, (4.29)

where δE and δB is the wave electric and magnetic fields, respectively. The
Poynting flux points in the same direction as the group velocity of the wave4.

4.3 Waves in Reconnection
Reconnection can create particle distributions that are unstable, such as the
bump-on-tail and two-stream distributions, examples of which are seen in Fig-
ure 4.4. As these instabilities are relaxed, waves are generated that can be
measured by at higher resolution than is available for particle instruments.
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Figure 4.2. Waveforms and spectra of three wave types observed by the Cluster WBD
instrument. From panel a-c are electron cyclotron (EC) waves, electrostatic solitary
waves (ESWs), and Langmuir waves. The EC and Langmuir waves have clear peaks
in their spectra near fce and fpe, respectively. The ESWs show up as broadband noise
in the spectrum. All waveforms have a duration of 125 ms, except the last, which is 6
ms long. The last waveform, in panel d, is a close-up of an ESW waveform, showing
the bipolar structure of the waves. The vertical lines mark fce and fpe, respectively.
The figure is adapted from50.

Plasma waves play an important part in magnetic reconnection: they can in-
teract strongly with the plasma, causing acceleration and heating of different
plasma species. It is speculated that waves may also be a cause of the anoma-
lous resistivity needed for the onset of reconnection21,49. Strong plasma waves
may also be mode converted into radio emissions that can escape the wave
generation region and be detected by remote observation. This could allow
scientists to examine e.g. solar flares, where magnetic reconnection is thought
to be important, but no spacecraft can do measurements in situ.

Many plasma wave modes have been confirmed, or inferred by theory and
simulations, to exist in relation to magnetic reconnection. Most wave activity
appears to take place in the separatrix regions of the reconnection structure.
Here, parallel electric fields develop that accelerate electrons along the mag-
netic field to form energetic beams. These beams give rise to plasma distribu-
tions that are unstable to various wave modes.

We now discuss briefly some of the wave modes that are known or expected
to exist in relation to magnetic reconnection. Matsumoto, et al.30 observed
ESWs in relation to magnetopause reconnection and Khotyaintsev, et al.25 ob-
served these waves during magnetotail reconnection, generated by an electron
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Langmuir

ESW

EC

Figure 4.3. Spectrogram of an event where the three wavetypes from Figure 4.2 oc-
curred close to each other. The broadbanded nature of ESWs and the small bandwidth
of EC and Langmuir waves are clearly seen. The strong signal between the ESWs and
EC waves is an effect of the WHISPER instrument on Cluster, and not a real wave
phenomenon. The black lines show fce and fpe, respectively. The resolution of fce is
not that good at all times., hence it appears to bel above the Langmuir frequency. The
Figure is adapted from50.

beam. In another paper by Khotyaintsev, et al.24 observed Langmuir and/or
upper-hybrid waves in the cusp region of the Earth’s magnetosphere and argue
that they are caused by electron beams generated at a distant X-line. Deng, et
al.12 also observed Langmuir waves, in this case in the magnetotail.

Another wave type that is frequently observed in the reconnection region
is the whistler mode54. Whistler waves have been suggested as an impor-
tant mechanism for accelerating plasma during reconnection5. Deng, et al.11

observed whistler waves during magnetic reconnection at the magnetopause.
Whistler waves can be generated by several mechanisms, one of them be-
ing an electron beam54, with such high energies, that reconnection seems the
most likely acceleration mechanism. Whistler waves propagate at an angle to
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Figure 4.4. Left: Nump-on-tail distribution, with a thermal background and a cold
electron beam att speed vd = 2vth. Right: Two-stream distribution consisting of two,
equally dense beams travelling at the same speed.
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Figure 4.5. Schematic view of the reconnection separatrix region. Locations of differ-
ent wave generation is marked, and the distribution functions for different locations
are illustrated. Figure is from Vaivads, et al. (2006)48.

the magnetic field, and may travel large distances, making the ideal for remote
studies of reconnection.

A last wave type to be discussed is the electron cyclotron, EC, wave. As
mentioned previously, this mode is an electrostatic wave with phase velocity
perpendicular to the magnetic field. EC waves have been speculated to exist
in the reconnection region, but searches for them has been fruitless. Also here
may electron beams be responsible for the wave generation. Menietti, et al.33

observed EC waves in the polar cap. They also made numerical calculations
showing that a low-energy electron beam could drive EC waves, if there also
existed a very cold electron background population.

The detailed spatial structure of the separatrix region is not well understood,
but Vaivads, et al.48 draws a simplified picture with some of the above men-
tioned wave types included. The whistler waves are typically observed close to
the X-line, in the current sheet. ESWs and Langmuir/upper-hybrid waves, on
the other hand, are observed in the separatrix regions. The fine-scaled struc-
ture, i.e. where inside the separatrix regions these waves occur, is not shown.
In the top of Figure 4.5, spectra of different modes are shown. The ESW and
Langmuir/UH spectra resemble those displayed in Figure 4.2. The whistler
mode is seen to have a peak somewhere between the lower-hybrid (LH) and
electron cyclotron frequencies.

39



5. Into the Unknown

Derek says it’s always good to end a paper with a quote. He says
someone else has already said it best. So if you can’t top it, steal
from them and go out strong.

– Edward Furlong, American History X

In this thesis we study, in Paper I, high-frequency electrostatic and electro-
magnetic waves in relation to magnetic reconnection in the Earth’s magnetotail
and, in Paper II, whistler waves in relation to dipolarization fronts.

In Paper I, we show that the main source region for the high-frequency
waves is the separatrix region. We also show that the separatrix region is
stratified, having sharp boundaries between regions of different characteristics.
In Paper II, we find that magnetotail dipolarization fronts are often associated
with whistler waves. In this chapter, we discuss the relevance of our research
and the implications of our results.

5.1 Magnetic Reconnection and High-Frequency Waves
Magnetic reconnection is a universal plasma phenomenon, capable of convert-
ing large amounts of magnetic energy into kinetic energy and heat of plasma
particles. Solar flares are suspected to be caused by magnetic reconnection.
The extreme conditions close to the Sun make in situ observations impossi-
ble, so we are restricted to remote sensing of the solar flares. This approach
has some obvious drawbacks. First, it limits the spatial resolution drastically,
making it difficult to observe the fine structure of the reconnection region.
Second, information of the particles is not available. Third, we are limited
to line-of-sight observations and cannot get a three-dimensional picture of the
reconnection region.

Magnetic reconnection in the Earth’s magnetosphere can and has been stud-
ied, and in increasingly high detail. Since the only way to study reconnection
at the Sun is by electromagnetic emissions, we would like to find a connection
between such emissions and the reconnection processes in the magnetosphere.
In the solar corona, electromagnetic emissions of various types are observed,
and among these are Type-III solar radio bursts. These are caused by highly
energetic electron beams travelling along the magnetic field lines out from
the Sun. The electromagnetic emissions are generated by mode conversion of
Langmuir waves at the local plasma frequency, and its first harmonic32. Since
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Figure 5.1. Type-III solar radio burst recorded by the WIND/WAVES instrument on-
board RHESSI27. The time is given as hours and minutes.

the plasma frequency is proportional to the square root of the plasma density,
the frequency of the Type-III emissions will decrease as the electron beam
travels away from the Sun. This gives the Type-III emissions their character-
istic appearance in a spectrogram, as seen in Figure 5.1.

A first step towards a picture of the electromagnetic emissions at reconnec-
tion sites is to map different high-frequency waves to the magnetic reconnec-
tion structure. This is the topic of our first study. For details we refer the reader
to Paper I.

5.2 Whistler Waves and Dipolarization Fronts
Magnetic reconnection can be a steady or a transient phenomenon. It is known
that transient, or unsteady, reconnection can accelerate particles to very high
energies20. It has also been shown that dipolarization fronts are signatures of
transient reconnection44.

In Paper II, we study the correlation between dipolarization fronts and
whistler waves. Whistler waves have been previously observed in relation to
dipolarization fronts, but no comprehensive statistical study has been done. It
is found that whistlers are very common at dipolarization fronts, making them
a useful tool to infer the existence of DFs. This is especially useful for e.g.
planetary missions, where particle data may not be available, or of insufficient
quality. Also, since whistlers can be a signature of DFs, they can also be a
signature of transient magnetic reconnection.
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5.3 Outlook
For our next study, we will focus our attention to the dayside magnetosphere
and make a survey of whistler waves near the magnetopause. Whistler waves
can be a signature of open magnetic field lines, ans thus of ongoing magnetic
reconnection. The approach will be similar to that of our study of whistler
waves at dipolarization fronts.
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6. Summary of papers

Paper I: Mapping HF Waves in the Reconnection
Diffusion Region
Authors: H. Viberg, Y. V. Khotyaintsev, A. Vaivads, M. André, and J. S.
Pickett
Journal: Geophysical Research Letters
Status: Published

Waves are very important in the reconnection process. The onset of reconnec-
tion may be a result of an anomalous resistivity, caused by waves scattering
particles. Also, waves relax steep plasma gradients and currents. This means
that to observe waves is to observe the particle dynamics on scales so small
that they may not be accessible to particle instruments.

High frequency waves are often observed at reconnection sites. Electro-
static solitary waves (ESWs) where observed in the magnetotail8,25, and at the
magnetopause40. Langmuir waves have been observed by several authors as
well18,47,24. The existence of electron cyclotron waves have been proposed48,
but this wave type has eluded detection.

In this paper we make a detailed case study of a reconnection event, previ-
ously identified by Eastwood, et al.15 We employ the WBD22 instrument to
resolve high-frequency waveforms, and PEACE35 data to analyze the electron
distribution at sub-spin (125 ms) resolution. Using sub-spin resolution data
together with the continuous WBD waveform allows us to make direct com-
parison between electron distributions and observed waves. The advantage of
using WBD data is its high time-resolution, allowing us to really observe the
detailed structures of the wave electric field as the satellites pass the reconnec-
tion region.

Three main types of waves are observed: electron cyclotron (EC), Lang-
muir, and electrostatic solitary waves (ESWs). This is the first time that EC
waves have been observed at a reconnection site. We map all three wave types
to the separatrix regions. In more detail, the ESWs are observed close to the
ion outflow region, whereas the EC and Langmuir waves are located closer to
the inflow region. The EC waves are generally observed further away from
the flow reversal. The separatrix region is found to be stratified, with one
wave type being observed for several seconds and then, within milliseconds,
the nature of the waves have completely changed. At a velocity of 200-400
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km/s (roughly the bulk ion velocity in the separatrix regions), 50 ms corre-
sponds roughly to about 1-2 times the electron inertial length. The ESWs are
typically associated with counter-streaming electron beams, giving rise to a
two-stream instability, which is known to generate ESWs34. Langmuir waves
can be generated by the bump-on-tail instability caused by a beam of electrons
moving along the magnetic field34, and such distributions are indeed observed
in conjunction with the Langmuir waves. Together with the EC waves we see
rather isotropic flat-top distributions. However, we cannot conclude that this
distribution is unstable to EC waves, since we are unable to resolve the low-
energy part of the distribution, and cannot rule out low-energy electron beams,
which have been suggested to be a cause of EC waves33.

Detailed mapping of HF waves at reconnection sites is important for resolv-
ing small-scale structures in the reconnection region, and to better understand
the electron dynamics.
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Paper II: Whistler Mode Waves at Magnetotail
Dipolarization Fronts
Authors: H. Viberg, Y. V. Khotyaintsev, A. Vaivads, M. André, H. S. Fu, and
N. Cornilleau-Wehrlin
Journal: Geophysical Research Letters
Status: In preparation

A dipolarization front, DF, is identified as a sharp gradient in the z-component
of the magnetic field and associated with fast plasma flows and energetic par-
ticles. DFs are a sign of transient, or unsteady, magnetic reconnection taking
place tailward of the DF. Transient magnetic reconnection is able to accelerate
particles to very high energies20.

Whistler waves are right-hand polarized waves with frequencies between
the lower-hybrid, fLH , and the electron cyclotron frequencies, fce. They are
commonly observed in the magnetotail, and can propagate a long distance
from their generation region, along the geomagnetic field. Several case studies
show that DFs are associated with whistler waves, generated by the perpendic-
ular electron temperature anisotropy that results from the increased magnetic
field of the DF. A statistical knowledge of the occurrence of whistlers at DFs
can be a useful tool for identifying DFs, especially when particle data is not of
sufficient quality, for example on planetary missions.

In this paper we present a statistical survey of whistler waves at DFs in
the Earth’s magnetotail over nine years of Cluster data. More specifically, we
make use of data from the STAFF9, CIS39, FGM2, PEACE35, and EFW23

instruments. The z-component of the magnetic field, supplied by FGM, is
searched for dipolarization fronts by fitting a hyperbolic tangent function to
the data. Using the same criteria as in19, more than 1200 DF events are found.
For these times we then use data about the power spectral density, the degree of
polarization, and the ellipticity of the wave magnetic field. These datasets are
searched for signatures characteristic of whistler waves; right-hand polariza-
tion and frequency range between fLH and fce. We also require the signals to
have sufficiently long duration in time and to be continuous in frequency. The
events that pass this process are considered to be whistler waves and subject
to statistical analysis.

We found that whistler waves are very common at DFs, with about 30-60%
of the DFs being associated with them. We compared to the probability of
finding whistlers at any point in the Earth’s magnetotail, and found that the
likelihood is 20-40 times higher of finding the waves at a DF. Thus we con-
clude that whistler waves are important in the dynamics of the magnetosphere
and that they are indeed useful as a tool for identifying DFs.
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[1] We study in detail high-frequency (HF) plasma waves
between the electron cyclotron and plasma frequencies
within a reconnection diffusion region (DR) encountered by
Cluster in the magnetotail using continuous electric field
waveforms. We identify three wave types, all observed
within the separatrix regions: Langmuir waves (LW), elec-
trostatic solitary waves (ESWs), and electron cyclotron
waves (ECWs). This is the first time the ECWs have been
observed inside this region. Direct comparison between
waveforms and electron distributions are made at the
timescale of one energy sweep of the electron detector
(125 ms). Based on the wave and electron distribution char-
acteristics, we find that the separatrix region has a stratified
spatial structure. The outer part of the region is dominated
by LW emissions related to suprathermal electron beams
propagating away from the X-line. Furthest in, nearest to
the current sheet, we observe ESWs associated with coun-
terstreaming electron populations. Studying HF waveforms
allows for a precise mapping of kinetic boundaries in the
reconnection region and helps to improve our understanding
of the electron dynamics in the DR. Citation: Viberg, H., Yu.
V. Khotyaintsev, A. Vaivads, M. André, and J. S. Pickett (2013),
Mapping HF waves in the reconnection diffusion region, Geophys.
Res. Lett., 40, 1032–1037, doi:10.1002/grl.50227.

1. Introduction
[2] Waves play an important role in the reconnection

process [Vaivads et al., 2006; Fujimoto et al., 2011]. Scat-
tering of particles by plasma waves can support anomalous
resistivity, which is needed for merging of field lines in col-
lisionless plasmas. Wave generation leads to relaxation of
steep gradients in plasma parameters and strong currents,
and thus observation of a particular wave mode provides
insight into details of the particle distribution functions gen-
erating the wave, which can be otherwise difficult to resolve
using particle instruments.

[3] Various types of HF waves have been observed
in situ in relation to reconnection. Electrostatic solitary
waves (ESWs) were observed in the reconnection regions
in the magnetotail [Deng et al., 2004; Cattell et al., 2005;
Khotyaintsev et al., 2010] and at the magnetopause [Retinò
et al., 2006]. Langmuir waves (LWs) have been observed in
the reconnection regions in the magnetotail [Farrell et al.,
2002], at the magnetopause [Vaivads et al., 2004], and in
the exterior cusp [Khotyaintsev et al., 2004]. Vaivads et al.
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[2006] speculated that electron cyclotron waves (ECWs) can
also be generated in the reconnection regions by transverse
electron temperature anisotropies or loss cone distributions;
however, no observations of such waves have been reported.
HF waves are generated by unstable electron distributions
and thus provide detailed information about the electron-
scale dynamics. As fields can be sampled at much higher
cadences than the particle distributions, the wave observa-
tions can potentially provide the highest possible resolution
diagnostics of the electron-scale processes in the reconnec-
tion regions. However, this requires detailed understanding
of the relation between the different types of waves and
electron distributions produced throughout the reconnection
region, and, despite numerous reports of HF waves, such a
relation is still only partially established.

[4] In this letter, we present detailed in situ observations
of electrostatic HF waves and related electron distributions
inside the reconnection diffusion region (DR). We map
observations of different wave types to different parts within
this region and discuss possible generation mechanisms.

2. Observations
[5] We present an observation of a reconnection

DR encountered by four Cluster spacecraft (S/C) at
[–19, 2.1, 0.7]RE (GSM) on 10 September 2001, during
southward interplanetary magnetic field (IMF). We use data
from C1, C3, and C4. Magnetic field data are acquired using
the fluxgate magnetometer (FGM) instrument [Balogh et al.,
1997]. For ion and electron data, we use the Cluster Ion
Spectrometry (CIS) [Reme et al., 1997] and plasma electron
and current experiment (PEACE) [Johnstone et al., 1997]
instruments, respectively. The HF waveforms are measured
by the cluster wide band data (WBD) [Gurnett et al., 1997]
instrument. For the entire event, the WBD instrument con-
tinuously samples the electric field waveform at 27.4 kHz,
covering the electron plasma frequency, fpe . 10 kHz.

[6] Figure 1 shows an overview of a DR crossing
observed by C4. This interval has been identified as a
reconnection DR by Eastwood et al. [2010]. The reconnect-
ing component of B, Bx, is positive throughout the event
(Figure 1a), except for a short interval between 08:01:30 UT
and 08:03:00 UT, consistent with the S/C being located
north of the current sheet (CS) most of the time. A rever-
sal of ion flow from tailward to earthward (vx in Figure 1b)
is observed between 07:56:10 UT and 07:57:45 UT, which
can be interpreted as a reconnection X-line passing the S/C
in the tailward direction. Consistent with this, during the
flow reversal the component of B normal to the CS (Bz
in Figure 1a) changes sign from southward to northward.
Simultaneously, the component along the current direction,
By, changes from –10 nT to +10 nT, consistent with a cross-
ing of the Hall quadrupole field structure north of the CS
[see, e.g., Vaivads et al., 2004].
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Figure 1. Overview of the DR encounter by Cluster 4, on 10 September 2001. (a) Magnetic field from FGM, (b) ion
velocities (CIS), (c) ion spectrogram (CIS), (d) electron spectrogram (PEACE), (e and f) electron anisotropy (PEACE),
and (g) wave spectrum with sampling frequency 27.4 kHz (WBD). The electron plasma frequency (fpe, computed from
the electron density measured by PEACE) and electron cyclotron frequency (fce, computed from FGM data) are plotted in
Figure 1g as solid black lines. The colored dots at the bottom of Figure 1g indicate the times when ECW (blue), ESW (red),
and LWs (black) are detected.

[7] Cluster encounters several regions with different
plasma characteristics within the DR. The exhaust (ion
outflow, labeled “O”) regions are characterized by |vx| >
100 km/s (Figure 1b) and Bx < 10 nT. There we observe
the plasma sheet (Te !1 keV) plasma with flat-top elec-
tron distributions [Asano et al., 2008]. At the flow reversal,
an inflow region is observed (labeled “I”). It is character-
ized by vz of several tens of kilometers per second in the
negative z-direction (inflow of plasma into the CS), near-
zero vx, and large Bx. The inflow is populated with the
cold lobe plasma (Te ! 100 eV); the electron distributions

are mostly anisotropic, with parallel pressure exceeding the
perpendicular one, similar to observations at the magne-
topause [Egedal et al., 2011]. Between the outflow and
inflow regions are the separatrix regions (SR) [Khotyaintsev
et al., 2006; Lindstedt et al., 2009], labeled “S.” The SR
are populated with a mix of plasma sheet and lobe plasmas;
the electron distributions are anisotropic. To characterize
the anisotropy, we introduce anisotropy factor ˛: ˛ = 1 –
(PSDa/PSDp) for PSDp < PSDa, and ˛ = (PSDp/PSDa) – 1
for PSDp > PSDa, where PSDp and PSDa denote the elec-
tron phase space densities in the parallel and antiparallel to
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B directions, respectively. So that for ˛ > 0(˛ < 0), the
parallel to B electron flux is higher (lower) than the antipar-
allel. We plot ˛ for two energy bands: 70–400 eV (lobe,
Figure 1e) and 400–1000 eV (plasma sheet, Figure 1f). The
largest anisotropy is localized in the SR close to the flow
reversal and that ˛ has opposite signs for the high- and low-
energy bands consistent with low (high)-energy electrons
flowing towards (away from) the X-line.

[8] Figure 1g shows an electric field spectrogram in a fre-
quency range 0.02–13.5 kHz which contains the electron
cyclotron frequency, fce, and the electron plasma frequency,
fpe. Most of the wave power is concentrated in the SR
with the highest amplitude waves localized within ˙3 min
around the flow reversal. Figure 2a shows a detailed spectro-
gram for a part of the SR between 07:56:00 and 07:56:16 UT
illustrating the three main types of the wave emissions
observed: narrowband emissions at fce and fpe and broad-
band emissions. Using the fact that the angle between B and
the electric field boom (EFW p12) is changing with the S/C
spin, we investigate the polarization of the electric field for
the different types of emissions. We find that E is primar-
ily perpendicular to B for the narrowband emissions at fce,
and parallel to B for the other two types. Therefore, we iden-
tify the three types of emissions as ECWs, LWs, and ESWs.
Figures 2b–2d show typical examples of waveforms and
spectra for the three emission types, as well as the electron
distributions associated with them; the presented waveforms
are sampled during 125 ms-long intervals of the PEACE
energy sweep. The ECWs, E? " E||, have a sharp peak at
fce, 2 orders of magnitude larger than the signal below fce
(Figure 2b). For the LWs, E|| " E?, the waveform has a
distinct beat-like shape, and the spectrum has a sharp peak
at fpe (Figure 2c). The beating could originate from nonlin-
ear wave-wave interactions [Khotyaintsev et al., 2001], or
a linear process whereby electron beams in the presence of
density inhomogeneities generate several Langmuir modes
at different frequencies, which mix to form the modulation
[LaBelle et al., 2010]. ESWs (Figure 2d) are bipolar pulses
of E|| with a corresponding broadband spectrum [Matsumoto
et al., 1994].

[9] We have analyzed waveforms for all 125 ms-long
intervals of PEACE measurements (2 times per !4 s S/C
spin) for the time intervals presented in Figure 1. To com-
pare the waveforms and the electron distributions, we select
only the cases where the waveforms show similar charac-
teristics during the whole PEACE energy sweep. Typically
one type of waveform can be observed for up to 10 s (see
for example Figure 2a); however, the ECWs usually have
a shorter characteristic timescale, with some of the shortest
waveforms being only 50 ms long. Also, we have selected
only the high-amplitude waves for which the wave power
exceeds a certain amplitude threshold (different for the
different wave types). This resulted in a data set of 50+ inter-
vals of each of the three emission types for all three Cluster
S/C with WBD data available. The examples presented in
Figure 2 are some typical examples selected from this data
set. The intervals with different emission types for C4 are
marked in the bottom of Figure 1g. One can see that the LWs
and ESWs are related to strongly anisotropic electron dis-
tributions detected around the flow reversal, with the LWs
being related to a beam-like distribution (Figure 2c, panel 3)
and ESWs to counterstreaming distributions (Figure 2d,
panel 3). The electron distributions observed with ECWs do

not show strong anisotropies (see for example Figure 2b,
panel 3). However, the electron measurements at lower ener-
gies are strongly affected by photoelectrons emitted by the
EFW probes, and we cannot exclude the possible presence
of cold electron beams or shell-type distributions.

3. Discussion
[10] To put the wave observations into the reconnection

context, we draw the approximate paths of C1, C3, and C4
(no WBD data on C2) together with a sketch of the recon-
nection DR (Figure 3b). The positions of the Cluster S/C in
the GSM X–Z plane are shown in Figure 3a. The S/C are
first located in the tailward flow and then enter the earth-
ward flow. C1 and C4 are north of the CS, at approximately
the same distance from the center, and C3 is south of the
CS and somewhat closer to the center than C1 and C4, as
C3 observes the exhaust most of the time. The waves are
almost exclusively localized in the SRs (initially determined
from the particle data), which are encountered multiple
times. Similar to magnetopause observations of Retinò et al.
[2006], statistically the order in which the different wave
types are observed suggests a spatially stratified SR:

[11] Inflow. The electron fluxes parallel and antiparallel
to B are equal, the distribution is stable, and no waves are
observed. Electron pressure anisotropy is developing with
approach towards the electron DR [Egedal et al., 2011].

[12] Outer SR. With the crossing of the separatrix (elec-
tron edge), the first electrons coming from the X-line arrive.
These electrons will be seen as a suprathermal low density
beam due to the acceleration at the X-line and the time-of-
flight effect (most energetic electrons are expected closer
to the inflow boundary). Such an electron distribution can
be unstable to the bump-on-tail instability generating LWs
[Omura et al., 1996]. This expectation is consistent with
the observed LWs, which are primarily detected in the outer
part of the SR (closest to the inflow). Also the electron
distributions observed with the LWs show presence of a
suprathermal beam. Moreover, at all the crossings of the
boundary between the inflow and the SR, the LWs are the
first waves detected; therefore, such waves are a signature
of the separatrix (electron edge).

[13] Inner SR. Deeper inside the SR, the density of the
beam electrons moving away from the X-line increases, and
also the background population carrying the Hall current
experiences a significant net drift towards the X-line. Such
a distribution can set up two-stream and Buneman instabil-
ities generating ESWs [Omura et al., 1994, 1996; Markidis
et al., 2012; Divin et al., 2012]. We observe the ESWs
deeper in the SR and in relation to counterstreaming low-
and high-energy electron populations.

[14] Ion outflow. In the ion outflow regions, rather
isotropic electron distributions which are stable to wave
generation are expected. This is consistent with observed
flat-top shaped distributions and little or no wave activity.

[15] Figure 2a shows an example of a SR crossing illus-
trating the proposed stratified structure of the region. In the
beginning of the interval, C4 is in the inner part of the region
and detects ESWs. Then it moves to the outer part with LWs,
and then finally wave activity ceases, marking the crossing
of the separatrix (electron edge) and transition to the inflow
region. The boundary to the outflow can be nicely seen in
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Figure 1g at 8:01:10 and 8:01:30 UT when C4 crosses the
center of the exhaust (Bx = 0) and the wave activity ceases.

[16] We present the first observations of the ECWs in the
reconnection DR. The ECWs are observed at different loca-
tions in the SR, with some tendency to be farther away from
the flow reversal than LWs and ESWs. Rather isotropic dis-
tributions similar to flat-top are observed together with the
ECWs; however, we are unable to fully resolve the low-
energy part of the electron distribution and thus cannot rule
out the presence of low-energy electron beams and shell-like
distributions. The observed ECWs are very bursty, with the
shortest wave packets lasting only for several tens of elec-
tron gyroperiods (fce ! 0.5 kHz), which indicates that the
instability driving the wave is rather strong. Vaivads et al.
[2006] speculated that ECWs can be generated in the DR by,
for example, unstable shell/loss cone [Sundkvist et al., 2006]
or beam distributions [Menietti et al., 2002]. The ECWs
can be responsible for isotropization of shell distributions
(forming flat-tops) which are formed as electron beams enter
regions with increasing B. Rapid increase of B is expected,
for example, in the flux pileup region leading to, among
others, generation of whistlers [Fujimoto and Sydora, 2008;
Khotyaintsev et al., 2011], as well as at the separatrices in
the vicinity of the X-line. At the moment, there is no clear
picture of ECW generation in the DR, and this problem
requires further investigation by simulations.

[17] We present a detailed comparison of waves and elec-
tron distribution obtained at very short periods of time
compared to previous studies of HF waves in magnetotail
reconnection [Farrell et al., 2002; Deng et al., 2004], and
most importantly, we compare simultaneous wave and elec-

tron measurements at timescales of one energy sweep of the
electron detector. A similar study of HF waveforms and sub-
spin electron data has been performed by Retinò et al. [2006]
at the magnetopause SR. For the magnetotail case presented
here, the typical plasma scales are a factor of 10 larger than
for the magnetopause, and also, the S/C observe the DR
for a significantly longer period. These factors combined
with multi-S/C observations allow us to collect a sufficiently
larger data set of wave observations and draw a “statistical”
picture of the distribution of the waves in the ion DR.

4. Conclusions
[18] We presented detailed multi-spacecraft observations

of high-frequency (HF) electrostatic waves in a frequency
range containing fce and fpe and related electron distributions
in the reconnection diffusion region (DR) which is encoun-
tered by the Cluster S/C separated by several ion scales
in the terrestrial magnetotail. We used the high-resolution
electric field waveforms continuously sampled by WBD
throughout the DR by three of the Cluster S/C.

[19] We have identified the three main types of the HF
emissions in the DR as Langmuir waves (LWs), electro-
static solitary waves (ESWs), and electron cyclotron (EC)
waves, which are reported for the first time. In order to study
the relation of the different waveforms to electron distribu-
tions, we compare the waveforms with electron distributions
measured at timescales of one energy sweep of the electron
detector (125 ms), as the observed waveforms are rapidly
changing on timescales of the order of seconds. As we
have measurements on three Cluster S/C and the S/C spend
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several minutes in the DR, we are able to collect a large data
set of waveforms and corresponding electron distributions.

[20] We find little or no activity in the inflow and outflow
regions, and most of the wave activity is localized to the
separatrix regions (SR), which are crossed multiple times
by Cluster. From the multiple crossings of the separatrix
region, we find that it has a spatially stratified structure. In
the outer part of the region (closest to the inflow), the LWs
are observed, generated by suprathermal low density elec-
tron beams propagating away from the X-line, and thus, the
appearance of the first LWs when the S/C is entering the
DR from the inflow is a signature of the separatrix (electron
edge). In the inner part of the SR, mostly ESWs are observed
together with electron distributions showing counterstream-
ing electron populations (low-energy towards the X-line,
high-energy away from the X-line). EC waves are observed
in different parts of the SR; they have the shortest timescales
of the three observed wave types (down to several tens of
milliseconds or several tens of electron gyroperiods), which
possibly reflects fast relaxation of perpendicular electron
anisotropies created in the DR. There is also a rather distinct
boundary seen in waves between the SR and the central part
of the exhaust, where no waves are observed.

[21] We provide new and important information concern-
ing the properties and locations of HF waves and electron
dynamics in the reconnection DR and provide a precise
mapping of the kinetic boundaries. Improved particle instru-
mentation, such as provided by the upcoming MMS mis-
sion, would allow us to study the electron dynamics at the
X-line in even greater detail.
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Whistler Mode Waves at Magnetotail Dipolarization Fronts

H. Viberg,1,2 Yu. V. Khotyaintsev,1 A. Vaivads,1, M. André1, H. S. Fu3, and N.
Cornilleau-Wehrlin4,5

Dipolarization fronts (DFs) are commonly observed in
the magnetotail, as the front of the reconnection jets. The
statistics of whistler waves around DFs in the Earth’s mag-
netotail is studied. Using data from the Cluster spacecraft
spanning a period of 9 years, 2001-2009, DFs are identified
by fitting the z-component (GSM) of the magnetic field to
a hyperbolic tangent function. We show that whistler mode
waves are common at DFs; between 30-60 % of all DFs are
associated with whistlers. It is also found that whistlers are
about 20-40 times more likely to be observed at a DF than
at any random location in the magnetotail. The distribu-
tion of whistlers at DFs is approximately independent of
the distance from the Earth, along the XGSM axis, between
-20 and -10 RE . The whistler waves are more common di-
rectly after the DF than before. The median frequency of
the whistlers was 0.16fce, with 75% being below 0.29fce.
Our results show that whistlers are characteristic signatures
of DFs, and can be used to detect DFs when other types
of measurements may not be available, e.g. on planetary
missions.

1. Introduction

Dipolarization fronts, DFs, are tangential discontinuities
in the magnetotail, separating the plasma sheet and recon-
nection jets[Fu et al., 2012b]. DFs are identified by a sharp
gradient of the background magnetic field and are associ-
ated with fast plasma flows [Fu et al., 2012c; Liang et al.,
2012], particle energization [Fu et al., 2012a; Asano et al.,
2010] and can be produced by unsteady magnetic reconnec-
tion [Sitnov et al., 2009]. Runov et al. [2009] showed that
DF evolution can be observed over large distances. DFs are
also associated with various wave activities, e.g. electron
holes, whistler, lower hybrid and electron cyclotron waves
[Hwang et al., 2011; Le Contel et al., 2009; Sergeev et al.,
2009; Zhou et al., 2009].

Whistler mode waves are right-hand circularly polarized
electromagnetic waves with frequencies ranging from above
the lower-hybrid frequency, fLH , to below the electron cy-
clotron frequency, fce and are commonly observed in the
magnetotail [Zhang et al., 1999; Liang et al., 2012]. Whistler
waves typically lie in a frequency range from 0.1 to 0.6 fce,
and have a mean amplitude of 1% of the background mag-
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netic field. Bursts of whistler activities are often observed
in connection with fast plasma flows [Liang et al., 2012].

A number of case studies [Le Contel et al., 2009; Deng
et al., 2010; Khotyaintsev et al., 2011; Huang et al., 2012]
reported observations of whistler waves in relation to DFs.
In particular, they found whistlers in the magnetic flux
pile-up region (FPR), where the electron distribution has
a perpendicular anisotropy, which is large enough to drive
whistler waves via the whistler anisotropy instability [Le
Contel et al., 2009]. Le Contel et al. [2009] also showed
that the bandwidth of the whistler signal correlated with
the anisotropy, i.e. higher anisotropy is associated with
a larger bandwidth, and that the electron anisotropy de-
creases away from the equator, ao that the waves have a
higher growth rate closer to the equator. Using data from
four Cluster spacecraft, Khotyaintsev et al. [2011] shows
that the generation region is located at the equator. They
suggested that whistler waves provide evidence of betatron
heating in the FPR, which creates a temperature anisotropy
T⊥ > T‖. Whistlers efficiently scatter resonant electrons
(energies close to thermal energies) in pitch angle, making
the electron distribution more isotropic.

Despite existing case studies, the statistical relation be-
tween DFs and whistlers has not been established. If
such a relation exists, it could be used as a signature of
DF/transient reconnection in the magnetosphere. Plane-
tary missions usually do not have particle data of sufficient
resolution, so wave observations can then be used instead to
infer the presence of DFs. In this letter we present statis-
tics of whistler waves in relation to DFs observed by Cluster
during 2001-2009.

2. Event study

Figure 1 shows an example of a whistler wave event
behind a DF. In this event, the SC are located at
(−13, 8,−0.2)RE GSM. The DF is clearly seen as a sharp
increase of Bz (panel a). The electron density (panel b)
decreases at the DF. Panel c shows the x-component of the
ion velocities, using both data from the CIS-HIA instrument
(blue) and the calculated vE×B velocity, lowpass filtered be-
tween 0 and 10 Hz (black). We see that vx increases in the
FPR, up to a maximum of 450 km/s. The velocity peak is
located behind the DF, so in this case we are observing a
growing flux pile-up region [Fu et al., 2011].

Panel d shows the electron differential energy flux (DEF)
from PEACE, averaged over pitch angle. In the FPR, the
temperature of the electron population increases from about
3 keV to 5 keV. After this, the temperature drops to the
same value as before. The pitch angle distribution is dis-
played in panel e for energies between 3 to 10 keV. As
can be seen, the distribution is mostly isotropic up until the
DF, where the perpendicular flux increases, corresponding
to T⊥ > T‖. This is a sign of betatron acceleration at the
DF caused by the sharp increase of the magnetic field.

In the FPR, where the electron distribution has high per-
pendicular anisotropy, we observe an increase of the power
spectral density (PSD) of the wave magnetic field (panel f).

1
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Figure 1. Overview a DF event observed by C1. From top to bottom: a) magnetic field from FGM [Balogh et al.,
2001], b) electron density from PEACE [Owen et al., 2001], c) ion velocity (X GSM) from both CIS [Rème et al., 2001]
and vExB using EFW [Gustafsson et al., 2001], d) electron differential energy flux, e) pitch-angle distribution for energies
of 3-10 keV, f) power spectral density of the wave magnetic field, g) the degree of polarization, and h) the ellipticity.
Data for the last three panels are calculated from spectral matrices produced by on board STAFF Spectrum Analyser
[Cornilleau-Wehrlin et al., 2003], using the PRASSADCO program [Santoĺık, 2000]. The black lines in panels f-h show fce
and 0.5fce, respectively. The black vertical lines mark the FPR, where the strongest waves are observed.
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Figure 2. Superposed epoch of all DF events observed
by the Cluster spacecraft. The red line shows the median
Bz and the two green lines the 25th and 75th percentiles.
The median jump in Bz is about 6.1 nT and the median
duration of the DF is about 1.8 seconds.

The wave maximum activity is localized between fce and
0.5fce (marked by black lines). The duration of the wave
burst is about 8 s. The median degree of polarization is
∼ 0.7 and the median ellipticity is close to +1 for the whole
burst (panels f and g). Such properties indicate that the
wave belongs to the whistler mode. Although we present
only data from C1 in Figure 1, the same wave structure was
observed by all four SC in this specific event; the maximum
inter-spacecraft separation was 1100 km in GSM-X.

3. Data selection and wave identification

Next, we perform a statistical analysis of whistler waves
at DFs. Our study is done in two steps: first we search for
DFs in the magnetotail and then, from the events obtained
from step one, identify whistler waves.

3.1. DF observations

We use the DF search algorithm by Fu et al. [2012a], but
extend the search to all four SC, for the tail periods from
2001 to 2009; the tail box is defined as having −20 < X <
−10 RE , −12 < Y < 12 RE ,and −5 < Z < 5 RE (GSM).
The DFs were identified by fitting a hyperbolic tangent func-
tion to Bz:

Bfit =
a
2
tanh

(
∆t
b/2

)
+

(
c+

a
2

)
, (1)

where ∆t = t − tDF is the time interval from 60 s before
to 15 s after the DF. The fitting coefficients a, b, and c are
obtained for each event and represent the jump in Bz, the
duration of the DF, and the magnitude of Bz one minute
before the DF, respectively.

We searched for DFs through all tail periods between 2001
and 2009 and found in total 1271 DF events, however several
of these are the same DF, observed by multiple spacecraft.
The number of DFs observed by only one SC is 608, 169
were detected by two, 63 by three, and 34 by four SC, giv-
ing a total of 873 unique DFs. A superposed plot of all DFs
for the tail epoch is shown in Figure 2. The red line shows
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Figure 3. Distribution of waves and whistler waves in X
(GSM). The height of the bar tells the ratio between the
number of wave or whistler events, divided by the number
of DF events, for each X bin. The blue bars show the oc-
curence of any emission identified as a wave by our algo-
rithm. The black bars show the occurence of those emis-
sions that were classified as whistler waves. About 30 %
of the DFs are associated with whistler waves, and about
60 % with general waves. Since our algorithm probably
rejects many whistler waves, but accepts them as waves,
the true whistler distribution would lie somewhere be-
tween the blue and black bars.

−20 −18 −16 −14 −12 −100

0.5

1

1.5

2

2.5

X [RE GSM]

O
cc

ur
en

ce
 p

ro
ba

bi
lit

y 
[%

]

Figure 4. Occurence probability for finding whistlers
anywhere in the tail box during the period from 2001-
2009. The average probability is about 1.5%. This is a
significantly lower probability than for finding a whistler
at a DF.

the median Bz and the two green lines show the 25th and
75th percentiles. We get a median jump of 6.1 nT and a
median duration of 1.8 seconds. Our median flow velocity
is 200 km s−1. The ion inertial length of each DF is cal-
culated from ion moments where CIS-data is available (C1,
C3, C4). We get a median ion inertial length of about 565
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Figure 5. Histogram of the time between the DF obser-
vation and the whistler emission. The plot is centered
around the time of the DF observation. The whistler
waves are clearly more common at and after the DF than
before. The probability begins to increase a few seconds
before the DF.

km, which gives a median DF thickness of 0.64 ion inertial
lengths. These results are consistent with Fu et al. [2012a].

3.2. Whistler wave identification

We search through the identified DF events for signs of
whistler waves by gradually filtering out non-wave signals,
in a way similar to Bortnik et al. [2007]. We shall call a point
in the spectra of Figure 1 f-h a “pixel”, defined as having a
certain time duration (1s or 4s, depending on STAFF SA op-
eration mode) and a certain width in frequency. The reason
we use pixels is that the STAFF-PPP data is delivered as
spectral arrays. For all recognized DF events, defined as the
period ±60 seconds from the DF, we first remove any pixel
in the magnetic field spectrum that is less than 10 times the
median at that specific frequency. We then look, for each
time step, for local maxima in frequency in the remaining
data and keep the strongest maxima, and the pixels directly
above and below. The next step is to keep the pixels that
are continuous in time, with the requirement that a signal
must be at least two pixels wide in time. After that, we also
look at continuity in frequency, i.e. the pixels must connect
to each other as a continuous group. The final step is to
look at each group of pixels and keep only those that have
a median ellipticity greater than 0.7.

After all this is done, we have a list of identified 2-minute
DF events that contain whistler wave observations. We also
keep a list of those events that exhibited general wave emis-
sions, i.e. was sufficiently above median amplitude and had
a distinct peak in the spectra, but did not necessarily have
the required length or contiguity.

The method will most likely miss some whistler waves
due to the search criteria. For example, a wave identified
as having the strongest local maximum in frequency at a
specific time may turn out to not have the desired elliptic-
ity, and is then discarded. The second strongest peak of
that event might have been a whistler wave. Using a certain
number of pixels rather than a certain time to identify con-
tinuous wave signals is also likely to decrease the number of
approved whistler events. Events lasting just a bit shorter
than 8 s may be interpreted as only one data point in normal

bit rate (time resolution 4 s). There are much more observa-
tions in normal bit rate than in high bit rate. Also, whistler
emissions may be fragmented into many pieces, each shorter
than two pixels, not fulfilling our criteria. Thus we get a con-
servative estimate of the occurence rate of whistlers versus
waves at DFs.

4. Statistical results

Out of 1272 DF events, 859 were found to have wave emis-
sions, and out of these we find 394 events that fulfilled the
whistler criteria. The ratio of DFs that are associated with
whistler waves is thus somewhere between 31% to 67%, see
Figure 3. We note, however, that our DF detection algo-
rithm is likely to miss many weaker fronts.

Since our algorithm has rather stringent conditions on
what is deemed a whistler wave, we argue that the true
percentage of DF events that exhibit whistler emissions is
somewhere in between the ratios for whistlers and waves.
Also, in Figure 3 we see that the probability of finding
a whistler wave at a DF is approximately independent of
the tailward distance from Earth. Also, the amplitude of
observed whistlers shows no discernible dependence on dis-
tance (not shown).

We also searched for whistler in all 2-minute intervals that
Cluster spend in the tail box and found that the probabil-
ity of detecting a whistler wave at a random position in the
tail box is 1.5%, see Figure 4. The probability of finding a
whistler wave at a DF is thus 20-40 times higher than for a
random location in the magnetotail.

Almost all observed waves had a frequency less than 0.5
fce. The median frequency was about 0.16fce, with 25th and
75th percentiles lying at 0.09fce and 0.29fce, respectively
(not shown). This is consistent with the results presented
by Zhang et al. [1999], who analyzed Geotail data consisting
of approximately 1300 wave observations, though recorded
throughout the magnetotail and not in any specific region
or at any specific structure. The whistler wave in the event
shown in Figure 1 is between 0.5fce and fce, so it is not a
typical event. Rather, we chose this particular event because
it was observed by all four SC and had high resolution.

A histogram of the time difference from the DF to the
whistler signal, Figure 5, shows that whistler observations
are much more common after the DF than before, consistent
with the waves being generated due to betatron acceleration.

5. Conclusions

Our investigation, which is the first to study the statistics
of whistler waves specifically at dipolarization fronts, covers
nine tail seasons of the Cluster data and utilizes all four
Cluster spacecraft. We first search for DFs and find 1272
events, out of which 873 are unique. The DF events are
then searched for whistler waves, and we find that whistlers
are observed at approximately 30-60% of DF events. This
is about 20-40 times more than the probability of finding a
whistler wave at any random location in the tail box. The
probability of finding whistlers is also several times higher
directly at or after the DF than just before it, consistent
with whistlers being a signature of betatron acceleration in
the FPR. Thus, whistler waves may be used to detect dipo-
larization fronts when other data are not available, e.g. on
planetary missions.

Whistler waves are known to heat electrons non-
adiabatically and scatter them to low pitch angles, thereby
contributing to electron precipitation into the inner magne-
tosphere. This fact, and that whistlers are very common at
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DFs, means that whistlers are important in the dynamics of
electrons in the magnetotail.
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